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Unveiling the Relationship between the Transaction Timing, 

Spending and Dropout Behavior of Customers 

 

Abstract 

 

The customer lifetime value combines into one construct the transaction timing, spending 

and dropout processes that characterize the purchase behavior of customers. Recently, the 

potential relationship between these processes, either at the individual customer level (i.e. 

intra-customer correlation) or between customers (i.e. inter-customer correlation), has received 

more attention. In this paper, we propose to jointly unveil the direction and intensity of these 

correlations using copulas. We investigate the presence of these correlations in four distinct 

product categories, namely online music albums sales, securities transactions, and utilitarian and 

hedonic fast-moving consumer good retail sales. 

 

For all product categories, we find a substantial amount of inter- and intra-customer 

correlation. At the inter-customer level, on average frequent buyers tend to spend more per 

transaction than the other customers. In addition, on average, large buyers have a longer lifetime. 

At the intra-customer level, we find that the existence and intensity of compensating purchase 

behaviors vary across product categories and across customers. From a managerial viewpoint, 

our approach improves the forecasts of the firm’s future cash flows, especially for the product 

categories and customers where the correlations are the strongest. Moreover, the correlation 

parameters also provide additional insights to traditional customer valuation analysis on the 

magnitude, durability and volatility of the cash flows that each customer generates. We conclude 

by discussing how these insights can be used to improve customer portfolio decisions. 

 

 

KEYWORDS: Correlation, Copula, Customer Lifetime Value, Customer Portfolio 

Management, Pareto/NBD Model, Volatility of Cash Flows. 
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1. Introduction 

Over the last decade, customer lifetime value (hereafter, CLV) has become a powerful customer 

valuation metric (Blattberg et al. 2009, Gupta et al. 2004, 2006, Kumar and Reinartz 2006, 

Kumar et al. 2008, Rust et al. 2004, Venkatesan and Kumar 2004). Its success among academics 

and practitioners can be explained by the increasing pressure to make marketing accountable and 

the need to identify profitable customers and allocate resources accordingly (Gupta et al. 2006, 

Kumar and Reinartz 2006, Venkatesan et al. 2007). In this context, accurate CLV forecasting has 

become of upmost importance to managers. 

The CLV metric integrates three key decision processes a customer goes through: (i) the 

transaction timing process, or when to buy, (ii) the spending process, or how much to spend,
1
 

and (iii) the dropout process, or when to become permanently inactive (Fader et al. 2005a). 

Together, these decisions determine the cash flows that firms can expect from each customer 

over her lifetime. These three purchase decisions have traditionally been assumed independent of 

each other (Fader et al. 2005a, Schmittlein and Peterson 1994). In particular, the model proposed 

by Fader et al. (2005a) assumes three underlying distributions that are independent: an 

exponential distribution for the customer’s interpurchase times, a gamma distribution for the 

spend per transaction and an exponential distribution for the customer’s unobserved lifetime. 

They assume customer heterogeneity in the various processes using independent mixing 

distributions. In practice however, various forms of correlation are likely to violate the 

independence assumption and consequently lead to inaccurate CLV forecasting. One type of 

correlation occurs at the intra-customer level when the timing at which a customer makes a 

                                            
1
 The spending process captures how much a customer spends per transaction. Traditionally, the CLV framework 

considers the aggregate total (dollars) value of a transaction, i.e. the number of units bought per transaction 

(quantity) x the price per unit. For simplicity, we will refer to the notion of quantity per transaction or value per 

transaction interchangeably. 
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purchase interrelates with the value of this transaction. For instance, Jen et al. (2009) find 

evidence that some customers adjust their purchase quantities upwards when interpurchase times 

are longer. Another type of correlation occurs at the inter-customer level when the expected 

number of transactions, transaction value and/or customer lifetime correlate across customers. 

For instance, customers with a high purchase frequency have been found to generate greater 

income streams and have longer expected lives than those who purchase infrequently by 

Blattberg et al. (2001) and Jacoby and Kyner (1973).
2
 In total, three inter-customer correlations 

– (i) between timing and spending, (ii) between timing and dropout and (iii) between spending 

and dropout – can arise between customers, as well as one intra-customer correlation for each 

individual customer.
3
 

Lately, several methods have been proposed to unveil either the intra-customer 

correlation between the timing and spending processes (Boatwright et al. 2003, Glady et al. 

2009, Jen et al. 2009, Romero et al. 2013), or the inter-customer correlation between the timing, 

spending and/or dropout decisions (Abe 2009a/b, Borle et al. 2008; we refer to the next section 

for a complete review). In all instances, research has shown that ignoring any of these 

correlations substantially biases the model predictions since it fails to account for the covariance 

between the processes when forecasting the CLV (Park and Fader 2004). However, to date no 

single study has been able to capture all correlation types at once. 

In this paper, we propose a model for estimating CLV that jointly accounts both the intra- 

and inter-customer correlations between the timing, spending and dropout decisions of 

customers. Methodologically, we extend the model proposed by Fader et al. (2005a) by replacing 

                                            
2
 Note that this concept of inter-customer correlation does not refer to any mechanism of influence or social 

contagion between customers. 
3
 At the intra-customer level, the correlations between the dropout process and the other two processes (timing and 

spending) do not exist as permanent dropout only occurs once. Therefore, the total number of possible correlations is 

four, not six (three at the inter-customer level, one at the intra-customer level). 
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the independent distributions for each customer’s interpurchase time and spend per transaction 

by a joint distribution (intra-customer level) and also specify a joint distribution for the 

transaction rates, spending rates and dropout rates across customers (inter-customer level). To 

link these distributions, we use copulas (Danaher and Hardie 2005, Danaher and Smith 2011). 

They are able to “couple” different families of distribution and to unmask the true strength of 

dependence between any two processes, which a classical correlation coefficient (e.g. Pearson) 

would not be able to identify. We show that accounting for both the intra- and inter-customer 

correlations improves predictions of customer purchase decisions, above and beyond 

incorporating none or some of them (intra or inter). Beyond the gains in predictive accuracy, we 

also discuss how the intra- and inter-customer correlations can guide customer portfolio 

decisions. Managerially, they contain useful information as to the magnitude, durability and 

volatility of the cash flows generated by every customer. 

Finally, we also contribute to the customer valuation literature by developing a typology 

of the different correlations between the transaction timing, spending and dropout processes. We 

explain how they translate in terms of purchase behavior and why they are likely to occur. We 

focus on a number of rationales which underlie customer purchase decisions and create tradeoffs 

between the various decisions customers make (Chintagunta 1993, Gupta 1988). Finally, we 

ensure the generalizability of our findings by applying our model to four customer transaction 

databases, representing different product categories and/or industries. The first one pertains to 

music albums sales at an online retailer (CDNOW).
4
 The second includes securities transactions 

at a major financial institution. The last two data sets concern the retail industry; one contains 

transactions of a utilitarian fast-moving consumer good (FMCG), the other of a hedonic FMCG. 

                                            
4
 We thank Bruce Hardie who kindly provided us the data set. 
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The remainder of the paper is organized as follows. In Section 2, we define the intra- and 

inter-customer correlations between the timing, spending and dropout processes, review the 

existing literature, and discuss the behavioral rationales underlying each correlation. In Sections 

3 and 4, we explain the copula methodology and show how to incorporate it into the CLV 

framework by Fader et al. (2005a). We describe our data in Section 5 and apply our methodology 

in Section 6. Sections 7 and 8 conclude with a number of managerial implications for customer 

portfolio management and a discussion of promising future research directions. 

2. Inter- and Intra-Customer Correlation 

In a non-contractual setting, we observe for each customer the timing and the value of her 

transactions (defined as the units bought per transaction x price per unit). Due to the 

non-contractual nature of the data, customers have an unobserved lifetime. The point at which a 

customer becomes inactive is estimated. Using this information, four correlations can be 

captured.  

2.1.  Definitions 

Intra-customer correlation between the transaction timing and spending process. This 

correlation captures the degree to which the time preceding a given transaction (i.e. interpurchase 

time) relates to the value of this transaction. A positive correlation indicates that a customer who 

delays her purchase (i.e. shows a longer interpurchase time than usual) will buy in larger 

quantities than usual on that purchase. Respectively, a negative correlation indicates that a 

customer who delays her purchase will buy in smaller quantities than usual on that purchase. The 

intra-customer correlation is customer-specific. 

Inter-customer correlation between the transaction timing and spending processes. This 

correlation captures the relation between the average number of purchases customers make (i.e. 
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individual transaction rate), and how much they spend on average per transaction (i.e. individual 

spending rate). A positive correlation indicates that customers who spend on average more per 

transaction than other customers also purchase more frequently than others. Respectively, a 

negative correlation indicates that customers who spend on average more per transaction than 

other customers purchase less frequently than others. 

Inter-customer correlation between the transaction timing and dropout processes. This 

correlation captures the correlation between the average frequency at which a customer 

purchases and the hazard for this customer to become permanently inactive, given that the 

customer is still active (i.e. dropout rate). A positive correlation indicates that customers who 

purchase on average less frequently than others drop out later (that is, show a smaller dropout 

rate) than others. Respectively, a negative correlation indicates that customers who purchase on 

average more often than other customers drop out later than others. 

Inter-customer correlation between the spending and dropout processes. This correlation 

captures the correlation between how much a customer spends on average per transaction and the 

hazard for this customer to become permanently inactive. A positive correlation indicates that 

customers who spend on average less per transaction than others drop out later than others. 

Respectively, a negative correlation indicates that customers who spend on average more per 

transaction than other customers drop out later than others. 

2.2.  Literature overview on the correlations  

The correlations between the timing, spending and dropout decisions made by customers 

have received recent attention in the marketing literature. In Table 1, we provide an overview of 

the studies that have considered any of these correlations. For each study, we indicate the type of 

correlation considered, the dropout modeling context (i.e. contractual or non-contractual setting) 
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and the industry under study. 

[Insert Table 1 about Here] 

At the intra-customer level, Boatwright et al. (2003) make purchase timing dependent on 

lagged quantity using a generalized Poisson specification. Jen et al. (2009) model the 

contemporaneous correlation between timing and quantity decisions using a bivariate log-normal 

distribution. In turn, Glady et al. (2009) link the expected number of transactions made by a 

customer and the expected value of these transactions by a dependency coefficient. At the 

inter-customer level, Fader et al. (2010) present an analysis that allows for inter-customer 

correlation between the transaction timing and dropout processes, and Abe (2009a) models this 

correlation using a bivariate normal distribution. Borle et al. (2008) and Abe (2009b) use a 

trivariate normal distribution to capture the correlation between all three processes. Finally, 

Schweidel and Knox (2013) use copulas to model the dependence between inter-donation times 

and donation amounts between and within customers, while Romero et al. (2013) use a partially 

hidden Markov model to forecast CLV while allowing the purchase timing and spending 

processes to be correlated between activity states at the intra and inter-customer level (keeping 

the independence assumption within a given state). Most of these studies are made in a 

non-contractual setting, except for Borle et al. (2008). While all these studies independently 

show that forecasts that take correlation into account outperforms forecasts than do not, none has 

consider all correlations simultaneously. 

Finally, it is worth noting that, even though Fader et al. (2005a) assume the priors to be 

independent in their original model, it does not imply the posteriors to be independent as well 

(Fader et al. 2010). 
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2.3.  Behavioral Interpretations and Underlying Rationales 

Each correlation type and direction translates into a specific purchase behavior. In Table 

2, we summarize the various cases and we discuss each of them in turn. For each, we also review 

a number of rationales to explain why and when these behaviors may occur.  

[Insert Table 2 about Here] 

2.3.1. Intra-customer correlation between the transaction timing and spending processes 

A positive correlation reflects compensating purchase behaviors (Jen et al. 2009). 

Compensating behaviors indicate that a customer who hastens her purchase would compensate 

by buying in smaller quantities. In contrast, a negative correlation reflects temporary purchase 

accentuation (a customer who hastens her purchase would purchase larger quantities) or 

attenuation (a customer who defers her purchase would purchase smaller quantities). 

The dependence between the timing and quantity decisions is commonly attributed to the 

presence of price promotions and other marketing activities (Gupta 1988). Customers often 

adjust their purchase timing and quantity decisions to the promotional calendar (Hendel and 

Nevo 2003, Van Heerde et al. 2004). For instance, customers sensitive to price promotions might 

delay their purchase (long interpurchase time) until the next promotion and buy more at the time 

of purchase (large quantities). Such behaviors can translate into compensating purchases.  

In addition, the degree to which customers adjust their consumption to the level of their 

inventory (Ailawadi et al. 2007, Bell et al. 1999) can also affect the dependence between the 

timing and quantity decisions. In presence of inventory-based consumption (Ailawadi and Neslin 

1998) or endogenous consumption (Sun 2005), customers tend to consume whatever quantity of 

products they purchased. Such behaviors might weaken the correlation between the purchase 

timing and quantity decisions. 
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Finally, the dependence between purchase timing and quantity decisions can be affected 

by changes in the marginal utility that a customer derives from a product. On the one hand, a 

positive state dependence caused by preference change (Dubé et al. 2010, Howard and Sheth 

1969) and/or by customer learning (Gordon and Sun 2013) can lead to purchase accentuation. On 

the other hand, customers can experience wear-out in variety seeking (McAlister 1982) as their 

marginal utility to consume a given good decreases with consumption (Hartmann 2006), which 

can lead to purchase attenuation. These customers may satiate themselves with previous chosen 

goods or brands and switch brands in a quest for variety (McAlister 1982) or stop buying from 

the product category.  

2.3.2. Inter-customer correlation between the transaction timing and spending processes 

A positive correlation points to the existence of a dual customer base. A share of the 

customers buys more frequently and in larger quantities while another share buys at a lower 

frequency and in smaller quantities. In contrast, a negative correlation translates into 

complementary segments, in that a share of the customers buys in larger quantities but at a lower 

frequency than another share of customers who buys in smaller quantities but at a higher 

frequency. Finally, a non-significant correlation indicates that the amount a customer purchase 

on average is not informative as to how often she purchases and vice versa.  

According to Baltas et al. (2010), the purchase timing and quantity decisions of 

customers depend on their acquisition and transaction utilities. Their household production 

framework explains how customers organize their shopping trips, and consequently their 

purchase behavior at the store (Ainslie and Rossi 1998, Manchanda et al. 1999), based on the 

benefits and costs of the products purchased (acquisition utility) and the (dis-)utility derived 

from the shopping activity itself (transaction utility; see Gupta and Kim 2010, Urbany et al. 
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1996, Vroegrijk et al. 2013, Chintagunta et al. 2012). In this framework, the relationship between 

the timing and spending processes depends on how the acquisition utility and transaction 

disutility correlate with each other. Product (categories) where the customers who derive the 

highest benefits from the product (high acquisition utility) are also those with extensive time and 

resources (low transaction costs) should show a positive correlation. Among other factors, 

differences in preference or attitudinal loyalty across customers can lead to such situations. Past 

research has shown that loyal customers tend to experience a higher acquisition utility and lower 

transaction costs than the less loyal customers (Krishnamurthi and Raj 1991, Krishnamurthi et al. 

1992). In contrast, product categories where the customers that experience a high acquisition 

utility are also those who face high transaction costs should yield negative correlations. For 

instance, in the retailing sector, we often observe a segment of regular, routine shoppers (e.g. 

once a week trip) with large baskets, and a segment of frequent, quick shoppers (Bell and Lattin 

1998, Kahn and Schmittlein 1989, Kim and Park 1997) with small baskets.  

2.3.3. Inter-customer correlation between the transaction timing and dropout processes 

A positive correlation points to the existence of complementary segments: 

lower-frequency longer-lived customers vs. higher-frequency shorter-lived customers. In 

contrast, a negative correlation translates into a dual customer base: lower-frequency 

shorter-lived customers vs. higher-frequency longer-lived customers. According to Reinartz and 

Kumar (2003), frequent customers tend to have longer lifetimes. As long as the interactions 

between the firm and the customers remain satisfactory, a high purchase frequency translates into 

a strong relationship between the firm and the customer, which leads to longer lifetimes (Morgan 

and Hunt 1994). Nevertheless, each transaction is also an opportunity for the customer to 

re-evaluate the utility derived from the product purchased. According to Fader et al. (2005b), a 
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customer’s probability to drop out is tied with her purchase occurrence. After any transaction, the 

customer “flips a coin” whether to become inactive with a certain probability. In this context, the 

more transactions, the higher the probability that the customer would drop out, suggesting a 

positive correlation. This effect is likely to be strengthened in a very competitive context where 

frequent buyers are more price-sensitive and demanding than the infrequent customers (Kim and 

Rossi 1994).  

2.3.4. Inter-customer correlation between the transaction spending and dropout processes 

Again, a positive correlation indicates complementary segments while a negative 

correlation translates into a dual customer base. The inter-customer correlation between the 

spending and dropout processes arises from differences in attitude towards the product (category) 

between customers, e.g. differences in their level of satisfaction, attitudinal loyalty or 

involvement. On the one hand, Jacoby and Kyner (1973), Bolton (1998) and Bolton and Lemon 

(1999) find that more satisfied customers have longer relationships with their service providers 

as well as higher usage levels of services. On the other hand, Reinartz and Kumar (2003) find 

customers who spend a large budget in a given product category to make more involved and 

elaborate purchase decisions than customers who spend small monetary amounts. According to 

Kim and Rossi (1994), involved customers are known to check competing offerings, are 

sensitive to their experience with the company and tend to re-evaluate their dropout decisions 

more substantively than small buyers.  

In sum, at the inter-customer level, the direction and intensity of the relations between the 

timing, quantity and dropout decisions of customers result from differences between customers 

in their relationship with the product (category).  
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2.4.  A Visual Comparison: Inter vs. Intra 

In order to provide a visual representation of the difference between the inter- and 

intra-customer correlations between the timing and spending processes, we plot in Figure 1 the 

transaction value (in Euros) in function of the interpurchase time (in weeks) of transactions made 

by five imaginary customers. Transactions made by different customers are represented with 

different symbols, while the average interpurchase time and transaction value for each customer 

is depicted in bold. 

[Insert Figure 1 about Here] 

At the intra-customer level, three customers (the crosses, lozenges, and stars) show a 

positive correlation between their interpurchase times and transaction values, that is 

compensating purchases. In contrast, one customer (the squares) shows a non-significant 

correlation, while the remaining customer (the circles) shows a negative correlation, i.e. purchase 

accentuation or attenuation. At the inter-customer level, the bold symbols show a positive slope. 

Customers with longest interpurchase times, that is a lowest frequency (the diamonds and stars) 

offer the highest transaction values than customers with the shorter interpurchase times (the 

circles). As the average interpurchase time is inversely proportional to the frequency, the 

inter-customer correlation between the timing and spending processes is negative.  

3. Copulas 

As extensively described by Danaher and Smith (2011), a copula captures the association
5
 

between two random variables   and   with given marginal distributions             

and             . For example,   may be an exponential distribution and   a 

log-normal. The joint distribution function is given by                  . Obtaining 

                                            
5
 Strictly speaking, the word “association” is more appropriate than the word “correlation.” The word “association” 

characterizes any type of relationship, whereas the word “correlation” applies strictly to linear relationships. 
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an explicit expression for the joint distribution   is generally cumbersome, motivating the use 

of copulas. The Sklar’s theorem (Sklar 1959) yields that, for any   and  , there always exists a 

copula function   such that  

                      (1) 

The copula function   is assumed to be known up to an unknown parameter  . If  ,   and   

are the probability density functions corresponding to  ,   and  , the copula density function 

  verifies  

                              (2) 

Various families of copulas exist. The simplest one is the independent copula, which 

assumes the independence between   and  , given by                       . The 

corresponding copula density is then equal to one. One can find a plethora of other copulas in the 

literature (see Nelsen 2006 for more detail). Among the most common, there is the Gaussian 

copula, which corresponds to a multivariate Normal distribution, and the Student copula 

corresponding to a multivariate t-distribution, allowing for heavier tails. In turn, the Gumbel 

copula only allows for a positive correlation between   and  , while the Frank copula does not 

allow for extreme correlation values. A visualization of these various copulas is provided in 

Figure 2, together with technical details in Appendix A. Figure 2 reports the contour plots 

corresponding to the joint distribution of two standard-normal random variables that have a 

Spearman rank correlation equals to .50, when specifying (i) an independent copula (upper-left 

plot), (ii) a Gaussian copula (upper-right plot), (iii) a Student copula (middle-left plot), (iv) a 

Gumbel copula (middle-right plot), and (v) a Frank copula (lower-left plot). While the joint 

distribution corresponding to the Gaussian copula is bivariate normal, the joint distribution 

corresponding to the Gumbel copula is asymmetric. In comparison to the Gaussian copula, the 
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Frank copula yields a weaker correlation in the tails, while the Student copula gives a heavier 

correlation in the tails. In the empirical application, we select the best copula based on its 

penalized goodness-of-fit. We use the Bayesian Information Criterion (BIC). 

[Insert Figure 2 about Here] 

One of the main advantages of copulas is their ability fit complex dependence structures 

without affecting the marginal distributions. This is particularly interesting when the 

distributions of the single random variables are well-known, as recently demonstrated in several 

marketing applications. For instance, Meade and Islam (2010) use copulas to model the 

dependence between successive interpurchase times. Meade and Islam (2003) and Sriram et al. 

(2010) introduce copulas to model the correlation between the times of adoption of related 

technologies. Another marketing issue where multivariate distributions prove useful is the 

modeling of household’s purchase timing or incidence across related – complementary or 

co-incidental – product categories such as pasta and pasta sauce (Chintagunta and Haldar 1998), 

laundry detergent and fabric softener (Manchanda et al. 1999), or bacon and eggs (Danaher and 

Hardie 2005). Danaher and Hardie (2005) use the Sarmanov family of distribution (Sarmanov 

1966), a special form of copulas, also used by Park and Fader (2004) and Danaher (2007) to 

model the correlation between multiple websites browsing patterns, and more recently by 

Schweidel et al. (2008) to account for the correlation between acquisition and retention times 

across customers. Danaher and Smith (2011) demonstrate that the Sarmanov family is more 

limited in its ability to model even moderate-sized correlation levels than the copulas described 

in this section. Recently, multivariate copulas have also been introduced in the marketing 

literature. Stephen and Galak (2012) model the correlation structure between traditional earned 

media, social earned media and sales while Kumar et al. (2014) use a Frank copula using a 
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pair-copula construction method to model average transaction amounts jointly with opt-in and 

opt-out times to a firm’s e-mail program. Finally, Park and Gupta (2012) recently proposed to 

use copulas to tackle endogeneity problems. 

 

4. Customer Valuation using Copulas 

We use copulas to model the intra- and inter-customer correlation between the timing, spending 

and dropout processes included in the customer valuation framework proposed by Fader et al. 

(2005a). They model the flow of transactions over time, accounting for dropout using a 

Pareto/NBD (Reinartz and Kumar 2000; 2003, Schmittlein et al. 1987, Schmittlein and Peterson 

1994), as well as the monetary value of the transactions using a separate Gamma/Gamma 

sub-model. 

For customer  , with      , we observe transactions at times                   

with    the number of repeated transactions of customer  . The first transaction is made at 

time      and the last transaction is made at         , where    indicates the time at which the 

CLV is computed. In the literature,       is referred to as the recency of customer i. The 

monetary values of the repeated transactions are given by             
. As done by prior work, 

the monetary value of the first transaction at      is not used to model the CLV since it might be 

atypical of future purchases. For customer  , we compute the interpurchase time between 

transaction     and    

                                     (3) 

and we denote    the time elapsed between       and    

               (4) 

The assumptions on the marginal distributions of the spending process      , the 
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interpurchase time process       , and the time to death are identical as in Fader et al. (2005a). 

The interpurchase time of a customer follows an exponential distribution with parameter   , such 

that the total number of purchases in a unit time interval follows a Poisson
6
 distribution with 

expected value    . The dollar value of a customer’s transaction follows a gamma       

distribution, with mean     . Finally, the time to death (which is not observed) follows an 

exponential distribution with parameter   , such that the expected lifetime equals     . We call 

   the transaction rate,      the spending rate, and    the dropout rate of customer  .  

Finally, we allow for both observed and unobserved customer heterogeneity as in Fader 

and Hardie (2007). We denote   
    

   and   
 

 the values of time-invariant covariates for 

customer   that we use to explain the transaction, spending and dropout rates. We specify  

                
   (5) 

                      
   (6) 

                
 
   (7) 

where the random effect      follows a gamma(   ) distribution, the random effect      a 

gamma(   ) distribution, and the random effect      a gamma(   ) distribution. A positive    

indicates that the transaction rate increases when the value of a covariate increases. Similarly, a 

positive    implies that the expected transaction value increases when the value of a covariate 

increases. Finally, a positive    indicates an increase of the dropout rate when a covariate 

increases. 

In the next sub-sections, we describe how we extend the original CLV model with 

copulas to model both the inter- and intra-customer correlations and allow for customer 

heterogeneity in the intra-customer correlation. A complete description of all model assumptions 

                                            
6
 Other distributions, e.g. Weibull, log-logistic or log-normal, may be considered. For the purpose of comparison, 

we use the same specification as Fader et al. (2005a).  
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is given in Appendix B. 

 

4.1.  Modeling the Inter-Customer Correlation 

At the inter-customer level, we capture the cross-sectional correlation between the 

transaction rate    , the spending rate      , and the dropout rate    . Since the marginal 

distributions of the three rates were specified before, it remains to model the correlation using a 

trivariate copula        with parameter                                               , where 

            captures the correlation between the transaction rate    and the dropout rate   , 

             the correlation between the transaction rate    and the spending rate     , and 

            the correlation between the dropout rate    and the spending rate     . To do so, we 

extend equations (1) and (2) to the trivariate case. We model the trivariate correlation using 

elliptical copula, that is the Gaussian copula and the Student copula with 5 degrees of freedom, 

allowing for fatter tails. The Gumbel and Frank copulas result in expressions that are more 

complex to manipulate (Kumar et al. 2014). It is important to note that using a normal copula 

does not imply that the trivariate distribution is multivariate normal; the marginal distributions 

remain to be specified separately. The parameter of an elliptical copula is not a univariate 

scalar  , but a matrix of the form  

 

      

                        
                       
                        

  

 

(8) 

where the three parameters in (8) are between -1 and 1, but such that      is a positive definite 

matrix. In the implementation of the method, we reparametrized   as a function of three other 

parameters, all varying without restriction in the interval       and still ensuring positive 

definiteness of the correlation matrix (Pinheiro and Bates 1996). 
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4.2.  Modeling the Intra-Customer Correlation with Heterogeneity 

At the intra-customer level, we capture the correlation between        and      for each 

customer   through a copula        with parameter         . We parameterize the copula such 

that a positive          indicates that a transaction preceded by a longer interpurchase time 

(compared to the customer mean) is of higher value (compared to the customer mean). Similar to 

the transaction, spending and dropout rates, we allow for both observed and unobserved 

customer heterogeneity in the intra-customer correlation          by specifying          as a 

function of customer covariates     

                          (9) 

for a suitable link function   and with    following a           
  . The link function ensures 

that    stays within the bounds of the copula family.
7
 The parameter        captures the effect 

of a covariate on the strength of the intra-customer correlation.  

4.3.  Estimation of the Model Parameters 

The parameters to be estimated (listed in Appendix B) are collected in a vector  . The 

log-likelihood of   given       ,    and     , for      , and       , is given by  

 
       

 

   

                                                       (10) 

where    is the joint distribution of the customers’ individual parameters, and Li(λ,μ,ν,θintra) is 

given by  

 

                   

  

   

                                                           
 

Here,          and          are the density and c.d.f. of the distribution of the interpurchase 

                                            
7
In particular,                  for the Gaussian copula,               for the Gumbel copula and 

       for the Frank copula. 



20 

 

times and the time since the last transaction, and   and   are the density and c.d.f. of the 

distribution of the monetary values. The latter expression can be factorized as a product of three 

terms: 

                                             . 

For the first term        , we use (A1) and (A2) from Appendix B, and the properties of the 

exponential distribution to obtain (see Section 3.1 of Fader and Hardie 2005 for the derivation) 

 
         

     

   
              

    

   
                

(11) 

For the second term,      , we use (A3) and denote     the average of the monetary values of 

the repeated transactions and         the average of their log-transformations, such that  

 

         

  

   

         

   

  

   

   
   

           
 

    
 

 
  
  
      

   
             

   

      
   

 

 

 
 
 

Hence,  

                                                   (12) 

Finally, the third term                  is given by 

 

                   

  

   

                                   (13) 

Following the semi-parametric maximum likelihood approach for copula estimation 

(Genest et al. 1995), we approximate    by  
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where      is the rank of       among all other interpurchase times of the same customer, and 

similarly for     . Since the above quantity only depends on       , and    and    only depend 

on the other individual parameters, we can decompose the log-likelihood in (10) as follows: 

         
                                                                          

Since the expression above involves an integration, which cannot be solved analytically, 

we use Simulated Maximum Likelihood (SML) (see e.g. Green 2003, pp. 590-594). We 

draw    
    

    
          

  , for              from the joint distribution of the individual 

parameters, and approximate  

 

       

 

   

    
 

 
  

 

   

          

 

   

    
 

 
  

 

   

       
(14) 

where             are defined in (11), (12), and (13), taking     
      

      
  and 

               
   The parameters involved in the first term of (14) are different from those in the 

second term, allowing for two separate maximization problems. The fact that the likelihood can 

be split in two parts allows us to study both levels of correlation separately.  

We estimate   by maximizing the simulated log-likelihood in (14). Standard errors are 

retrieved from the Hessian of the log-likelihood. The random generation of 

the    
    

    
          

   is based on the same random uniform number for every  , ensuring 

enough smoothness of the log-likelihood function. Once the (hyper-) parameters in   are 

estimated, following the empirical Bayes principle, we simulate from the posterior distribution of 

the individual parameters using the independent Metropolis-Hastings algorithm (see Appendix C 
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for more detail). We obtain a point estimate for           as the average of the outcomes of the 

simulated Markov Chain. Note that the estimation of the intra-customer correlation requires 

individual transaction data. When individual transaction data are not available, only the 

inter-customer correlation can be estimated. Moreover, the model boils down to the traditional 

Pareto/NBD model that for customers making no repeat purchase. 

4.4.  Forecasting 

The CLV at horizon   for customer   is given by the discounted sum of all profits 

generated during the next   time units by this customer. Note that, in order to measure the 

entirety of the customer future activity, the prediction horizon H should be infinite. In this paper, 

we use an arbitrary limited horizon as in Reinartz and Kumar (2000) and Thomas (2001) in order 

to compare our predictions with the actual values. Strictly speaking, our measure is a “truncated 

CLV” which captures the discounted conditional expected total margin over a fixed time 

horizon. Let   denote the time at which the prediction is made. Future transactions take place at 

times     ,         with corresponding transaction values              . Adapting Gupta et 

al. (2004), we define the truncated CLV at horizon H as  

 
          

    

     

       
  

(15) 

where   is the discount rate. Note that the         defined in (15) is a random variable. Once 

the model is estimated, it is possible to simulate future transactions for every customer, resulting 

in the simulated distribution of the truncated CLV over the next   periods. Details are provided 

in Appendix C. The average over the simulated distribution yields a prediction of the expected 

truncated CLV for a given customer. 
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5. Data 

Below, we describe each of the four data sets. Summary statistics are provided in Table 3. 

[Insert Table 3 about Here] 

 

5.1. Online Music Album Sales 

The CDNOW data contains the individual transactions of 2,357 customers on the online 

music site CDNOW. The data cover 78 weeks for a sample of customers who made their 

first-ever purchase at the website during the first quarter of 1997. We use the first 39 weeks of 

1997 for the estimation of the model parameters and keep the remaining 39 weeks as hold-out 

sample to assess the predictive performance of the model.  

5.2. Financial Securities Transactions 

The securities transaction data are provided by a major international financial service 

institution.
8
 The data contain securities transactions made by 3,472 randomly-selected customers 

who made their first transaction between January 2001 and December 2003. Transactions 

include the purchase and selling of stocks at this bank between January 2001 and December 

2005.
9
 Based on a discussion with the firm management, we consider a profit margin of      

of the transaction and an annual discount rate of 12%. We keep the last two years of transactions 

(from January 2004 to December 2005,      months) as hold-out sample to assess the 

predictive performance of the models. The data also contain socio-demographics and 

company-related customer characteristics that we use to model observed customer heterogeneity. 

Customer characteristics include a continuous customer age variable (mean-centered in the 

                                            
8
 Due to data confidentiality agreements, we are unable to divulge more details about the companies providing us 

the data on the financial securities, utilitarian FMCG and hedonic FMCG. 
9
 Note that we remove the stock transactions part of an automated pension plan from the data set. 
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model estimation), as well as a dummy variable living area accounting for the type of area where 

a customer is living. This variable takes the value one when the customer lives in the suburb of a 

city, and zero otherwise. As company-related customer covariates, we include a customer current 

lifetime variable (also mean-centered in the model estimation) that captures the number of weeks 

that the customer is with the firm (measured as the time since her first transaction). In addition, 

we also include a dummy taking value one when the bank is the customer’s primary bank. 

5.3. Utilitarian Fast-Moving Consumer Good 

The third data set is provided by a major packaged goods manufacturer and contains 

transactions of a FMCG that can be classified as utilitarian product (e.g. detergent, toilet paper, 

pet food) according to Dhar and Wertenbroch (2000) or Khan et al. (2005). The data contain 

purchases made between March 2007 and December 2009 by the 2,968 customers who reported 

their first transaction to the data provider between March 2007 and December 2008. All these 

customers live in the same European country. We keep the last year of purchase (from January 

2009 to December 2009,      months) as hold-out sample. The data also contain the size of 

the household (mean-centered in the model estimation) that we use to model observed customer 

heterogeneity. 

5.4. Hedonic Fast-Moving Consumer Good 

The fourth data set is provided by the same packaged goods manufacturer than the prior 

FMCG data set and contains transactions of a FMCG that can be classified as a hedonic product 

(e.g. ice cream, chocolate bar, wine, beer) according to Dhar and Wertenbroch (2000) or Khan et 

al. (2005). The data contain purchases made between January 2007 and August 2011 by the 

5,682 customers who made their first transaction between January 2007 and December 2008. 

These customers live in the same European country as for the other FMCG. We keep the last 20 
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months of purchase (from January 2010 to August 2011,      months) as hold-out sample. 

The data also contain the size of the household (mean-centered in the model estimation). 

6. Empirical Findings 

For each data set, we estimate a model without and a model with inter- and/or intra-customer 

correlation. First, we assess whether the various data contexts show evidence of significant intra- 

and/or inter-customer correlations by model fit comparison. Second, we report the parameter 

estimates and the forecasts obtained by the best-fitting models.  

6.1.  Model fit comparisons 

Model fit comparisons are reported in Table 4 (in bold, the best-fitting model). For each 

specification, we select the copula (Gauss, Student, Gumbel or Frank) that provides the best 

in-sample penalized fit using the BIC.  

[Insert Table 4 about Here] 

For all the datasets, we find that both levels of correlation improve the model’s penalized 

fit and are jointly significant (according to a likelihood ratio test comparing a model with both 

correlations vs. the null model without correlation). The following copulas at the intra- and 

inter-customer levels offer the best fit: Frank & Gauss for the online music album sales, Gauss & 

Student for the financial securities, Student & Gauss for the utilitarian FMCG, and Frank & 

Gauss for the hedonic FMCG. The Gumbel copula never performs best, indicating that the 

distribution of the correlation is relatively symmetric for all data sets. As a robustness check, we 

also estimated all models without covariates and found that the models with covariates and both 

the intra- and inter-customer correlations yield the lowest BIC in all cases. In Appendix D, we 

report all parameter estimates with respective standard errors, obtained for the best-fitting 

models. Below, we discuss the specific correlation results. 
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6.2.  Estimated intra-customer correlations between timing and spending 

In Figure 3, we plot the distribution of the intra-customer correlation for all the data sets. 

The x-axis represents the spearman correlation of the intra-customer correlation. 

[Insert Figure 3 about here] 

For the online music sales at CDNOW (Figure 3a), the intra-customer correlation is 

significantly positive (at the 10% probability level) but small for all the customers. There is little 

heterogeneity between customers as the small         = 0.14 (standard deviation = .26) in 

Appendix D testifies. Our findings are in line with those of Boatwright et al. (2003) for an online 

grocery retailer. The compensating purchase behavior of the customers in this product category 

is potentially driven by the fact that customers adjust their purchase timing and quantity 

decisions to the calendar of price promotions. 

For the financial securities (Figure 3b), we find both positive and negative correlations 

between the interpurchase time and the amount spent over time. There is a substantial amount of 

unobserved heterogeneity in the intra-customer correlation as the large         = 1.85 (standard 

deviation = .07) testifies. We find that 20% of the population exhibits compensating purchase 

behavior (i.e. a significantly positive correlation at the 10% probability level), and 12% shows 

purchase accentuation or attenuation (i.e. significantly negative correlation). The remaining 68% 

have a non-significant correlation. The age of the customer has a significant effect (= -.38, 

standard deviation = .12) on this correlation. Young customers are more likely to show 

compensating purchase patterns, possibly because of the higher opportunity costs (e.g. time or 

budget constraints) they face. In contrast, older customers tend to show purchase accentuation, 

possibly because they are gradually learning how to make good investment decisions (learning 

effects); or purchase attenuation, either because their budget or interest (e.g. wear-out or satiation 
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effect) in the stock market decreases over time. 

For the utilitarian product (Figure 3c), we find a significant positive (at the 10% 

probability level) correlation for 15% of the customers and a significant negative correlation for 

only 5% of the customers. The individual consumption of this category is by nature 

non-expandable (e.g. toilet paper consumption) and not subject to inventory-based consumption. 

The product we investigate has a long expiration time (1 to 5 years in this product category) and 

its demand is known to be sensitive to price promotions. This explains compensating behaviors. 

Interestingly, household size has a positive effect on the correlation. Larger households might 

have larger storage capacity, and might therefore be more inclined to compensating behavior. A 

fraction of the customers show purchase accentuation or attenuation. They can be customers who 

enter or quit the product category (from or to a substitute category
10

). Interestingly, the 

correlation is similar to Jen et al. (2009) in another utilitarian category (office supply products). 

For the hedonic good (Figure 3d), only a small fraction (about 6%) of the customers show 

a significant correlation at the 10% probability level. Hedonic products are subject to 

inventory-based consumption (Ailawadi and Neslin 1998). They are harder to resist and their 

purchase and consumption is more impulsive than the consumption of utilitarian goods. When 

bought in larger quantities, customers consume more of it. As a consequence, the quantity 

bought has little influence on the next purchase timing.   

6.3.  Estimated inter-customer correlations between timing and spending 

In Table 5, we report the parameter estimates that capture the inter-customer correlation 

between the transaction rate (  ), spending rate (    ) and dropout rate (  ), as well as their 

standard errors (equation (3)). Overall, the four product categories offer consistent results. 

                                            
10

 Due to data confidentiality, we cannot reveal the product category but it is useful to mention the existence of an 

important substitute category. 
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Customers show a positive inter-customer correlation between their timing and spending 

decisions, a positive or non-significant correlation between the timing and dropout decisions, and 

a negative or non-significant correlation between the spending and dropout decisions. 

For all four product categories, higher purchase frequencies are associated with larger 

purchase amounts. The correlations are the strongest for both FMCGs. Although these results 

might first seem counterintuitive (Bell and Lattin 1998, Kahn and Schmittlein 1989, Kim and 

Park 1997), they are in line with the positive correlation found by Abe (2009b) for a large chain 

of music CDs. They contrast with the negative correlation Abe found for a Japanese department 

store in the same study. As pointed out by Abe (2009b), the correlations are context-dependent 

as they depend on how the acquisition utility and transaction disutility correlate with each other. 

Our results could possibly be explained by the fact that for the product categories involved, the 

customers include a large group of loyal and highly-involved customers and/or a large group of 

very sporadic, low-involved customers (Vilcassim and Jain 1991). 

[Insert Table 5 about Here] 

6.4. Estimated inter-customer correlations with dropout 

The correlation between the customers’ propensity to drop out and their other purchase 

decisions, i.e. when to buy and how much to buy, is broadly consistent across the four product 

categories. Overall, we find that frequent buyers have, on average, a higher propensity to dropout 

(a shorter lifetime) than the other customers. The correlation is significant for the music albums 

sales and for the financial securities, but not significant for both FMCG categories. The positive 

correlation supports the idea that each purchase is an opportunity for the customer to re-evaluate 

her choice for a certain brand or store (Fader et al. 2005a). The non-significant correlation for the 

FMCGs confirms the results of Abe (2009a, b). The correlation with spending is negative and 
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significant for three of the product categories. The negative correlation corroborates the findings 

of Bolton and Lemon (1999) and Jacoby and Kyner (1973) that large buyers tend to be more 

involved and loyal in their purchase decisions than small buyers, as the budget they allocate to 

these purchases is larger.  

6.5.  Forecasting Results 

We evaluate the predictive performance of the model that accounts for the intra- and 

inter-customer correlations vs. the model that assumes independence between the timing, 

spending and dropout decisions. For all four data sets, we make the predictions on a separate 

hold-out sample (see data section). We calculate the accuracy of both models in forecasting the 

truncated CLV over a fixed time horizon, as defined in the data section, using the root mean 

squared error (RMSE). 

Boatwright et al. (2003) explain that a model with correlation would more accurately 

represent the customers in the tails of the frequency and spending distributions. Hence, our 

model should offer better forecasts for the customers with the highest actual CLV. Moreover, it 

should also perform best on the customers with the highest intra-customer correlation. Therefore, 

we compute the RMSE for: (i) all the customers, (ii) the top 10% customers with the highest 

estimated intra-customer correlation, (iii) the top 10% customers with the highest actual 

truncated CLV, and finally (iv) the customers selected in both subsamples (ii) and (iii) (that is, 

the customers who have a high intra-customer correlation and who are also in the tails of the 

frequency or spending distributions). In Table 6, we report, for all product categories, the RMSE 

for both models and the four different subsamples (i to iv). 

[Insert Table 6 about Here] 

Modeling correlation improves forecasts in most of the cases. As expected, the difference 
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is more pronounced for the customers who show the strongest intra-customer correlation 

(column ii) and/or who are in the tails of the frequency or spending distributions (column iii). 

For the customers with an intra-customer correlation in the top 10% of the customer base and 

who are also located in the tails of the frequency or spending distributions (column iv), the 

copula approach shows the best predictive performance. While the results are good for the 

FMCGs, they remain mitigated for the financial securities and for the CDNOW data, which can 

be explained by the relatively low correlation in these data sets. However, even though the gains 

in predictive performance are not large, the benefits of modeling the correlation also lies in the 

understanding of the behavioral rationales underlying the correlations as well as in the additional 

insights that the correlation offers. The latter are described next. 

7. Managerial Recommendations 

The traditional approach to customer lifetime valuation focuses on maximizing the long-term 

cash flows of the firm. By forecasting the future stream of cash flows generated by customers, 

existing studies are able to rank and select customers based on the estimated net present value of 

their future cash flows, or alternatively based on the estimated change in their CLV after a 

marketing intervention. The most attractive customers are then targeted with specific marketing 

actions (Reinartz and Kumar 2000, 2003, Reinartz et al. 2005, Venkatesan and Kumar 2004). In 

this context, the main managerial value of CLV models investigated so far has been their ability 

to accurately predict CLV (see e.g. Fader et al. 2005a). 

Beyond improving the accuracy of CLV predictions, unveiling the intra- and 

inter-customer correlation in CLV offers two additional metrics for valuing customers. In 

particular, the intra-customer correlation provides information on the volatility of the cash flows 

generated by a customer, while the inter-customer correlation sheds light on the tradeoff between 
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the durability vs. magnitude of these cash flows. In this section, we discuss how these metrics 

enrich the traditional view on customer valuation. To illustrate the discussion, we focus on the 

utilitarian product category, which shows significant intra-customer and inter-customer 

correlations.  

Cash flow volatility. Customers with stable cash flows are easier to manage than 

customers with highly volatile cash flows (Dhar and Glazer 2003, Fischer et al. 2013). Cash flow 

volatility impacts the firm’s cost of capital (Rao and Bharadwaj 2008, Hanssens et al. 2009). It 

complicates production planning, increases inventory costs and leads to liquidity issues 

(Srinivasan and Hanssens 2009). Therefore, a proper customer valuation analysis does not only 

consider which customers generate the highest CLV but also takes into account the volatility of 

their cash flows (Gupta 2009). Citing Dhar and Glazer (2003), big spenders are – everything else 

equal – better than small ones, but what if the big spenders have extremely volatile spending 

streams while the small ones offer more stable cash flows?  

The intra-customer correlation provides information on the volatility of customers’ cash 

flows. By nature, compensating purchase patterns lead to more stable income streams than 

purchase accentuation or attenuation patterns. Customers with a positive intra-customer 

correlation compensate for late orders by ordering larger quantities (Jen et al. 2009). Customers 

with a negative correlation generate more variable income streams. When they buy earlier, they 

buy more; in the same way, when they buy later, they buy less. For the utilitarian FMCG, we 

find that customers with a significant negative correlation show on average 20% more volatile 

cash flows (average standard deviation = 829, average coefficient of variation = 1.10) than 

customers with a significant positive correlation (average standard deviation = 690, average 

coefficient of variation = .76). Firms can decide to favor steady cash flows by selecting 
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customers with a positive intra-customer correlation. Alternatively, they can combine customers, 

or customer segments, with a negative intra-customer correlation if they have volatile but 

offsetting cash flow patterns (Tarasi et al. 2011, 2013). 

Cash flow durability vs. magnitude. The durability of the cash flows generated by a 

customer is another important metric when valuing customers. Companies are urged to consider 

the tradeoff between the short-term and long-term sustainability of their marketing strategies 

(Hanssens and Dekimpe 2012). A portfolio of customers should ensure sufficient cash flows in 

the short and in the long run, by possibly combining customers who generate high cash flows 

and customers who have a long expected lifetime. The inter-customer correlation provides 

information on the tradeoff between the magnitude of the revenue stream generated by customers 

(timing x spending) and the expected durability of this stream (dropout).  

When dropout decisions are negatively associated with the timing/spending decisions, as 

for the utilitarian FMCG, the largest buyers are also the ones with the longest expected lifetime. 

They contribute to the short-run and long-run sustainability of the firm’s cash flows. In Table 7, 

we divide the population of repeat customers in the utilitarian product category (2466 customers) 

based on their estimated frequency and spending in four groups according to the median levels of 

both variables (i.e. a frequency of one transaction every 1.90 month and an average transaction 

value of 7.10 euros). Given the positive correlation, the large majority of customers (1902 

customers) are classified as infrequent and small buyers (i.e. less than one transaction every 1.9 

months and less than 7.10 Euros per transaction) or frequent and large buyers (more than one 

transaction every 1.9 months and more than 7.10 Euros per transaction). The number of 

customers in the other groups is comparatively very small. 

[Insert Table 7 about Here] 
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For each group, we calculate the durability and magnitude of the cash flows. We use the 

median estimated lifetime as a measure of durability. For the magnitude, we compute the average 

estimated cash flows generated by the customers while being active as the average of the 

posterior means of the ratio p/(νiλi). Frequent and large buyers have, on average, longer lifetimes 

with the firm than the infrequent and small buyers (29.67 months compared to 18.45 months). 

Moreover, their cash flows are also of higher magnitude (i.e. 21.55 Euros per month) than those 

of the infrequent and small buyers (i.e. 13.05 Euros per month). Interestingly, we find that 22% 

of the frequent and large buyers have a positive intra-customer correlation. Focusing on this 

specific group should allow firms to maximize the magnitude and durability of its revenues while 

minimizing the volatility of its cash flows.  

Managing a sustainable customer portfolio is more difficult when dropout decisions are 

positively associated with the timing/spending decisions. Customers who bring largest revenues 

in the short run (i.e. high-frequency, high-spending) are then also the ones with the shortest 

lifetime. In this case, firms have to sacrifice short-run incomes if they want ensure a more 

durable influx of cash flows. A solution can be to combine long-lived customers who generate 

smaller cash flows with a more frequently renewed set of shorter-lived customers who generate 

higher cash flows. 

8. Conclusions, limitations and future research 

While the CLV framework developed by Fader et al. (2005a) has been adopted as a powerful 

customer valuation method, the potential correlation between the timing, the spending and the 

dropout processes, both at the intra- and inter-customer levels, called for the development of a 

conceptual and methodological framework to better understand the trade-offs and interplay 

between the various purchase decisions that customers make. Using copulas to account for 
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correlation, we offer a method to improve the model predictions and generate new insights into 

the purchase behavior of customers. 

Despite our efforts, we should mention some limitations. First, while we explore the 

correlation across a variety of product categories, the set of variables available in each 

application is limited. We do not have access to marketing-mix variables, neither to competition 

variables, which would be interesting to consider in a future analysis. For the financial securities 

data, we do not have stock market fluctuation data, which may admittedly have a sizeable 

influence on customers’ purchase and selling behavior. For instance, when the stock market is on 

the upward trend, customers might make more frequent and larger transactions. This omitted 

variable may drive both the timing and spending processes and may therefore inflate the 

intra-customer correlation. Addressing this problem is not trivial given that stock market 

fluctuations are difficult to predict. Second, our method captures the contemporary correlation 

between the various purchase decisions but overlooks the possibility of lead-lag relationships 

between the variables. Future research could benefit from adapting our framework to a context 

where longer lags would be added. Third, the range of copulas could be extended. For instance, 

pair-copula construction method could have been used (Kumar et al. 2014). Finally, our 

managerial recommendations based on the magnitude, durability and volatility of the cash flows 

generated by each customer constitutes a first step towards a different approach to customer 

portfolio decisions. Nevertheless, it requires an in-depth analysis in which one would optimize 

customer portfolios incorporating the information available on the correlations. We hope that this 

research opens up new avenues for a better understanding of the correlations between the timing, 

spending and dropout decisions of customers.  
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Tables and Figures 

Table 1: Literature overview of the correlation between the timing, spending and dropout 

processes 

 

References (by 

publication date) 

Intra-customer 

correlation 

Inter-customer correlation 

 

Contractual or 

non-contractual 

setting 

Industry 
Timing - 

spending 

Timing - 

spending 

Timing - 

dropout 

Spending - 

dropout 

Boatwright et al. (2003) x    Non-contractual Online grocery 

Borle et al. (2008)  x x x Contractual Direct marketing 

Abe (2009a)   x  Non-contractual Online music retailer, department 

store, music chain 

Abe (2009b)  x x x Non-contractual Department store, music chain 

Glady et al. (2009) x    Non-contractual Financial securities 

Jen et al. (2009) x    Non-contractual B2B (office supply) and B2C (direct 

marketing in health & beauty) 

Fader et al. (2010)   x  Non-contractual Donation to non-profit 

Romero et al. (2013) x x   Non-contractual Online music retailer, hypermarket 

Schweidel and Knox 

(2013) 

x x   Non-contractual Donation to non-profit 

Our study x x x x Non- contractual Online music retailer, financial 

securities, hedonic FMCG, 

utilitarian FMCG 
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Table 2: Summary of possible correlation directions and underlying rationales  

 
Direction/ Intra-customer correlation Inter-customer correlation 

Rationales Timing-spending Timing-spending Timing-dropout Spending-dropout 

Positive Compensating behavior (e.g. a 

delayed purchase leads to larger 

quantities) 

High- vs. low-value 

segments 

(frequent/large 

buyers vs. 

infrequent/small 

buyers) 

Complementary 

segments 

(frequent/short-life 

buyers vs. 

infrequent/long-life 

buyers) 

Complementary 

segments 

(large/short-life buyers 

vs. small/long-life 

buyers) 

Negative  Purchase accentuation or 

attenuation (e.g. a delayed 

purchase leads to smaller 

quantities) 

 

Complementary 

segments 

(frequent/small 

buyers vs. 

infrequent/large 

buyers) 

High- vs. low-value 

segments 

(frequent/long-life 

buyers vs. 

infrequent/short-life 

buyers) 

High- vs. low-value 

segments 

(large/long-life buyers 

vs. small/short-life 

buyers) 

Rationales Price promotion (sensitivity), 

inventory-based consumption, 

wear-out in variety seeking, 

satiation, state dependence, 

learning effects 

Differences in 

acquisition utility 

(e.g. preference 

structure) and 

transaction utility 

(e.g. cost of time) 

Differences in the 

strength of the 

relationship with the 

firm and in the number 

of opportunities to 

dropout 

Differences in 

satisfaction, loyalty 

and involvement with 

the firm. 
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Table 3: Summary statistics of the various data sets 

 

 Mean Standard deviation Minimum Maximum 

Online music albums     

Number of repeated transactions 1.04 2.19 0.00 29.00 

Time since last transaction (in weeks) 6.85 10.73 0.00 38.43 

Average transaction value (in euros) 14.08 25.76 0.00 299.64 

Lifetime (in weeks) 32.72 3.33 27.00 38.86 

Financial securities     

Number of repeated transactions 4.73 7.24 0.00 48.00 

Time since last transaction (in weeks) 9.57 11.14 0.00 35.07 

Average transaction value (in euros) 2.38 2.91 0.00 19.73 

Age (in years) 48.89 16.18 6.00 99.00 

Living area (Dummy, City suburb = 1) 0.43 0.49 0.00 1.00 

Current lifetime (in weeks) 34.91 0.78 33.53 36.43 

Primary bank (Dummy) 0.90 0.30 0.00 1.00 

Utilitarian FMCG     
Number of repeated transactions 7.85 6.65 0.00 19.00 

Time since last transaction (in months) 11.69 7.31 0.00 19.00 

Average transaction value (in eurocent) 928.64 959.93 0.00 6469 

Current lifetime (in months) 16.01 5.21 1.00 20.00 

Household size 2.49 1.16 1.00 8.00 

Hedonic FMCG     

Number of repeated transactions 2.30  2.47  0.00  12.00  

Time since last transaction (in months) 11.40  10.10  0.00 34.00 

Average transaction value (in eurocent) 436.75 337.60  0.00  2093.00  

Current lifetime (in months) 22.75 8.06 13.00 36.00 

Household size 2.34  1.08  1.00   8.00  
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Table 4: Model fit comparisons 

 

 

No 

correlation 

Intra-customer 

correlation only 

Inter-customer 

correlation only 

Intra- & 

inter-customer 

correlation 

Online music albums  Frank Gauss Frank & Gauss 

Log-Likelihood -13,688 -13,660 -13,641 -13,609 

Number of parameters
11

 7 9 10 12 

Likelihood ratio t-stat (p-value) Null model 56 (<0.001) 94 (<0.001) 158 (<0.001) 

BIC (with n=2,457)
12

 27,431 27,390 27,360 27,312 

Financial securities  Gauss Student Gauss & Student 

Log-Likelihood -67,828 -67,495 -67,149 -66,815 

Number of parameters 19 25 22 28 

Likelihood ratio t-stat (p-value) Null model 666 (<0.001) 1,358 (<0.001) 2,026 (<0.001) 

BIC (with n=16,434) 135,840 135,233 134,512 133,902 

Utilitarian FMCG  Student Gauss Student & Gauss 

Log-Likelihood -223,974 -219,306 -219,977 -219,002 

Number of parameters 9 12 12 15 

Likelihood ratio t-stat (p-value) Null model 9336 (<0.001) 7994 (<0.001) 9944(<0.001) 

BIC (with n=23,294) 448,039 438,733 440,075 438,155 

Hedonic FMCG  Frank Gauss Frank & Gauss 

Log-Likelihood -136,484 -135,340 -135,000 -134,928 

Number of parameters 9 12 12 15 

Likelihood ratio t-stat (p-value) Null model 2,288(<0.001) 2,968(<0.001) 3,112 (<0.001) 

BIC (with n=13,054) 273,053 270,794 270,114 269,998 

 
  

                                            
11

 In order to model the intra-customer correlation, at least two parameters are needed (the constant and       ). For 

every customer covariate, one parameter is added (see equation 9). For the inter-customer correlation, three 

parameters are added (see equation 3). 
12

 The number of observations n to calculate the BIC is the total number of transactions made by the customers. 
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Table 5: Estimated inter-customer correlations 

 

Timing-spending Timing-dropout Dropout-spending 

Online music albums    
Sigma (standard error) 0.28*** (0.03) 0.43*** (0.09) -0.17** (0.08) 

Financial securities    
Sigma (standard error) 0.15*** (0.03) 0.67*** (0.05) 0.03 (0.04) 

Utilitarian FMCG    
Sigma (standard error) 0.50*** (0.03) 0.13 (0.34) -0.38** (0.19). 

Hedonic FMCG    
Sigma (standard error) 0.76*** (0.03) 0.02 (0.30) -0.64** (0.30) 

***Significant at the 1% probability level, ** Significant at the 5% probability level, * Significant at the 10% probability level 

  



44 

 

Table 6: Hold-out forecasting comparisons of the models without and with intra- and 

inter-customer correlation for various customer filters: (i) all customers, (ii) the top 10% 

customers with the highest estimated intra-customer correlation, (iii) the top 10% customers with 

the highest actual truncated CLV, and (iv) the customers overlapping in (ii) and (iii).  

 
(i) All customers 

(ii) Top 10% 

“intra” 

(iii) Top 10% “ 

truncated CLV” 

(iv) Top 10% 

“intra & 

truncated CLV” 

Online music albums 
# customers selected 2357 235 235 67 

RMSE no correlation 74.26 149.01 216.13 247.81 

RMSE with correlation 75.09 145.93 213.00 244.99 

Financial securities 
# customers selected 3472 347 347 43 

RMSE no correlation 39.15 32.14 123.25 90.27 

RMSE with correlation 40.14 31.91 126.60 89.42 

Utilitarian FMCG 
# customers selected 2,968 296 296 65 

RMSE no correlation 10,161.52 12,678.18 28,329.71 25,051.32 

RMSE with correlation 9,942.58 12,100.40 26,148.01 23,016.34 

Hedonic FMCG 
# customers selected 5682 568 568 110 

RMSE no correlation 2,280.09 2,980.84 6,620.27 7,026.87 

RMSE with correlation 2,139.30 2,759.02 6,084.71 6,450.54 
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Table 7: Repartition of repeat customers based on their purchase timing and spending for 

the utilitarian FMCG dataset 

 

Infrequent buyers 

(less than one transaction every 1.90 

months) 

Frequent buyers 

(more than one transaction every 

1.90 months) 

Small buyers 

(less than 7.10 euros per transaction) 

 

# repeat customers = 951 

 

Median lifetime = 18.45 months 

Average estimated cash flow while 

active = 13.05€/month 

 

Positive intra-correlation: 14.4% 

Non-significant correlation: 81.2% 

Negative intra-correlation: 4.4% 

 

- 

Large buyers 

(more than 7.10 euros per transaction) 
- 

 

# repeat customers = 951 

 

Median lifetime = 29.67 months 

Average estimated cash flow while 

active = 21.55€/month 

 

Positive intra-correlation: 21.9% 

Non-significant correlation: 70.8% 

Negative intra-correlation: 7.3% 
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Figure 1: Transaction values vs. interpurchase times of several purchases made by five 

imaginary customers, each represented by a different symbol. Customer averages are 

reported in bold. 
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Figure 2: Contours plots corresponding to the joint distribution of two standard-normal 

random variables with Spearman rank correlation equals to .50, for (i) an independent 

copula (upper-left plot), (ii) a Gaussian copula (upper-right plot), (iv) a Student copula 

(middle-left plot) (iv) a Gumbel copula (middle-right plot), and (v) a Frank copula 

(lower-left plot). 
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Figure 3: Histogram of the estimated intra-customer correlation for the (a) online music 

album sales (upper-left panel), (b) securities transactions (upper-right panel), (c) utilitarian 

FMCG (lower-left panel) and (d) hedonic FMCG (lower-right panel). The x axis reports the 

spearman correlation. 

 

(a) Online music album sales

 

(b) Securities transactions

 

(c) Utilitarian FMCG 

 

(d) Hedonic FMCG
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APPENDIX A: Copula density functions 

 

Here we list the probability density functions of the copula distributions used in this paper. 

 

Gaussian copula A first family of copula that can be found in the literature is the Gaussian or 

normal copula, with density function  
 

        
 

         
     

 

 
                 

(A.1)  

where       ,                   ,   is the univariate standard normal 

distribution function,      is the correlation matrix  
       

  
  

   (A.2)  

and    is the identity matrix of size 2. This copula permits both positive and negative correlation 

between the variables. Values of   equal to   , 0 and   correspond to the minimal value of 

negative correlation, independence, and the maximum of positive correlation. When combined 

with two normal marginal distributions, the joint distribution is bivariate normal. 

 

Gumbel copula The density of the Gumbel (or logistic) copula is given by   
 

        
                       

                              
            

                     

(A.3)  

where       is the assocation parameter. The copula distribution in (1) is  

                                    
   

   

The limiting case     gives independence while for   tending to  , one obtains a 

perfect dependency. 

 

Frank copula The density of the Frank Copula is given by 
 

        
                

                           
  

(A.4)  

where       . This copula permits both positive and negative correlation between the 

variables. Values of   , 0 and   correspond to the values of smallest negative correlation, 

independence, and the largest positive correlation respectively.   

 

Trivariate Student copula Let            be a trivariate multivariate t-distribution with    

degrees of freedom, and correlation matrix  . Denote             the respective marginal 

distribution. We say that a trivariate random variable         has a Student copula with    

degrees of freedom and parameter   if the distribution of                     is the same as 

of                          . For     , we find back the trivariate Gaussian copula. 
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APPENDIX B: The copula-extended CLV model 
 

The model we consider is a two-level model. Conditions A1-A4 below describe the transactions 

process of an individual customer, i.e. at the intra-customer level. Conditions A5-A9 describe the 

model at the second level, i.e. at the inter-customer level. 

 

A1: If a customer is alive, the interpurchase times        are exponentially distributed with 

parameter   . 
A2: The unobserved time to death    of a customer is exponentially distributed with parameter   . 
A3: The transaction values      are gamma       distributed, with constant shape parameter  , 

and rate parameter   . In particular             .  

A4: Conditional on the individual parameters   ,    and   , we assume that    is independent of 

the interpurchase times and the transaction values. Furthermore the couples               are 

independent for          , but we allow for an correlation between      and       . This 

correlation is modeled by a copula        depending on a parameter         .  

A5: Heterogeneity for the transaction rate is modeled as  

               
    

Here the   
  are the values for the covariates of customer  , and      is a random effect 

following a gamma(   ) distribution. 

A6: Heterogeneity for the dropout rate is modeled as  

               
 
   

Here the   
 

 are the values for the covariates of customer  , and      is a random effect 

following a gamma(   ) distribution. 

A7: Heterogeneity for the expected transaction value is modeled as  

        
 

  
 
         

  

    
  

Here the   
  are the values for the covariates of customer  , and      is a random effect 

following a gamma(   ) distribution. The parameter   is fixed.  

A8: The random effects             and      follow a trivariate copula        with parameter 

      . Or, conditional on the covariates, the transaction rate, the spending rate and the 

dropout rate follow a trivariate copula        with parameter       . 

A9: Heterogeneity for the individual correlation parameter          is modeled as  

                          for a suitable link function   and with    following a 

          
  . The covariates are in the vector   , for each customer  .  

 

The (hyper)parameters of this model are in the vector  

                                               
    

 

Conditions A4 and A9 describe the intra-correlation between the spending and the transaction 

process. Condition A8 deals with the inter-assocation. Conditions A1-A2 are standard for the 

Pareto/NBD model and conditions A5-A7 introduce the covariates in the model in the same way 

as in Fader and Hardie (2007). For identification purposes, there is no constant term allowed in 

  
    

    
 

.  
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APPENDIX C: Prediction 
 

Below, we outline (1) how we can simulate from the posterior distribution of the individual 

model parameters, i.e. the transaction rate, spending rate, dropout rate, and intra-customer 

correlation (2) how the truncated CLV over the next   time units can be predicted from the 

estimated copula-extended model. We use the notations of Appendix B. 

 

For every customer  , we (1) first generate values from the posterior distribution of the individual 

parameters, then (2) simulate future transaction data, and compute a value of truncated CLV. By 

repeating this   times, the distribution of         is simulated. A point estimate is obtained 

by averaging over the simulated truncated CLV values. 

 

(1) We generate a set of individual parameters    
    

    
          

   from the estimated posterior 

density                      . Using the Empirical Bayes principle, we replace unknown 

(hyper) parameters by their estimates. We sample from the posterior distribution using the 

independent Metropolis-Hastings algorithm with the estimated prior                  as 

proposal density.   

 

This results in the following iterative scheme: 

1. Let                         be the generated values of the individual parameters in 

step   of the Markov Chain.  

2. Generate            from the estimated prior distribution specified in 

assumptions (A5)-(A8). Generate    from a            
  , see (A9).  

3. Compute  

              
  

              
 
 

               
  

                          

 

4. Compute  

        
                     

                         
   

The likelihood    is given in equation (14). The Markov Chain takes then in 

step     the values    
    

    
          

   with probability   , while with 

probability     the previous values are kept. 

 

(2) For every generated set of individual parameters, we simulate a future transaction stream 

and the corresponding truncated CLV. First we compute the posterior probability to be alive, 

             , given the individual parameters, as 
            

 

   
                       (A.5)  

(see Schmittlein et al. 1987). The unobserved time of dropout of customer i, or the time to “
death,” is denoted by   . 
 

Then we proceed as follows   
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1. We draw a value from a uniform distribution on [0,1]. If this value is larger 

than       
    

  , we set         and consider the customer as “death.” 

Otherwise, we continue to simulate the transaction process.  

2. We draw the time of death    from an exponential distribution with 

parameter   
 . 

3. Set      and        . While      and       

a) Draw a value    
    

   from the copula distribution with parameter          
 . 

b) Compute      as the inverse of an exponential cdf with parameter   
  

at   
 .  

c) Compute    as the inverse of the cdf of a            
   at   

 .  

d) Update           .  

e) Update             
         

      
    

Recall that   stands for the discount rate, and the        is fixed.  

 

As such, we obtain        draws from the posterior distribution of the individual 

parameters and of the        . The first 2000 values of the Markov Chain are discarded as 

burn-in period. 
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APPENDIX D: Parameter estimates (and standard deviations) for the best-fitting models  

    Online music albums Financial securities Utilitarian FMCG Hedonic FMCG 

  No 

correlation 

With 

correlation 

No 

correlation 

With 

correlation 

No 

correlation 

With 

correlation 

No 

correlation 

With 

correlation 

Inter-Correlation         

             - 0.28 (0.03) -  0.15 (0.03)  - 0.50 (0.03) - 0.76 (0.03) 

            - 0.43 (0.09) -  0.67 (0.05)  - 0.13 (0.34) - 0.02 (0.30) 

             - -0.17 (0.08) -  0.03 (0.04)  - -0.38 (0.19) - -0.64 (0.30) 

 Intra-Correlation          

Constant  - 0.63 (0.14) -  -0.07 (0.12) - 0.09 (0.26) - 0.48 (0.09) 

Household size - - - - - 0.18 (0.07) - 0.40 (0.43) 

Living Area  - - -  -0.02 (0.08) - - - - 

Lifetime  - - -  0.01 (0.07) - - - - 

Primary Bank  - - -  0.05 (0.12) - - - - 

Age  - - -  -0.38 (0.12) - - - - 

       - 0.14 (0.26) -  1.85 (0.07)  -  1.94 (0.15) - 1.35 (0.17) 

 Transaction 

Process 

         

   0.55 (0.04) 0.46(0.04) 1.18 (0.04)  1.04 (0.05)  3.60 (0.18) 3.44 (0.66) 1.33 (0.04) 1.16 (0.04) 

   10.58 (0.74) 7.32 (0.59) 2.35 (0.16)  1.84 (0.16)  6.84 (0.33) 6.51 (1.31) 11.22 (0.37) 9.58 (0.37) 

Household size - - - - -0.32 (0.06) -0.24 (0.19) -0.27 (0.06) -0.27 (0.10) 

Living Area  - - 0.03 (0.04)  0.06 (0.04)  - - - - 

Lifetime  - - 0.50 (0.04)  0.33 (0.04)  - - - - 

Primary Bank  - - -0.30 (0.07)  -0.20 (0.07)  - - - - 

Age  - - 0.03 (0.05)  0.03 (0.07)  - - - - 

 Dropout Process           

   0.61 (0.04) 0.22 (0.04) 2.10 (0.29)  0.97 (0.08)  0.02 (0.00) 0.01 (0.07) 38.91 (3.22) 28.76 (3.62) 

  11.69 (1.19) 4.30 (1.69) 18.04 (3.93) 6.89 (1.20) 0.00 (0.00) 0.00 (0.01) 4988.73 

(7.08) 

4984.32 

(9.89) 

Household size - - - - 0.35 (0.12) 0.73 (0.83) -0.60 (0.22)  -1.20 (0.57) 

Living Area  - - 0.10 (0.05)  0.16 (0.05)  - - - - 

Lifetime  - - -0.40 (0.06)  -0.56 (0.06)  - - - - 

Primary Bank  - - -0.27 (0.10)  -0.24 (0.10)  - - - - 

Age  - - -0.47 (0.09)  -0.56 (0.09)  - - - - 

 Spending Process           

   6.25 (1.19) 6.55 (1.10) 1.20 (0.06)  1.73 (0.04)  0.77 (0.06) 1.48 (0.02) 3.06 (0.18) 1.71 (0.02) 

   3.74 (0.27) 3.31 (0.16) 3.13 (0.13)  2.60 (0.09)  2.85 (0.14) 2.02 (0.06) 4.05 (0.18) 5.05 (0.22) 

  15.44 (4.14) 11.54 (2.63) 8.15 (0.92) 4.05 (0.20) 2654.83 

(322.55) 

754.64 

(62.75) 

510.05 

(55.22) 

1066.48 

(61.93) 

Household size - - - - -0.46 (0.07) -0.44 (0.26) -0.03 (0.06) -0.05 (0.06) 

Living Area  - - -0.03 (0.03)  -0.04 (0.04)  - - - - 

Lifetime  - - 0.01 (0.03)  0.04 (0.04)  - - - - 

Primary Bank  - - -0.38 (0.05)  -0.33 (0.04)  - - - - 

Age  - - 0.82 (0.05)  0.82 (0.04) - - - - 

 

 


