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Preference Heterogeneity

 Reminder:

The probability that an individual will choose i from the choice set C

composed of n stimuli:

𝑝 𝑖 𝐶 =
𝑒𝑥𝑝 𝑈𝑖

 𝑗=1
𝑚 𝑒𝑥𝑝 𝑈𝑗

=
𝑒𝑥𝑝 𝑥𝑖𝜷

 𝑗=1
𝑚 𝑒𝑥𝑝 𝑥𝑗𝜷

Homogeneous across consumers!

Latent Class Analysis: 

Heterogeneous across segments of consumers
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Latent Class Model

 Multinomial Logit Model (MNL):

We now assume that this probability will depend on the segment s this 

individual belongs to:

𝑝𝒔 𝑖 𝐶 =
𝑒𝑥𝑝 𝑈𝑖𝒔

 𝑗=1
𝑚 𝑒𝑥𝑝 𝑈𝑗𝒔

=
𝑒𝑥𝑝 𝑥𝑖𝛽𝒔

 𝑗=1
𝑚 𝑒𝑥𝑝 𝑥𝑗𝛽𝒔
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Example of a market with 2 segments:

• Low-price segment

Highly negative part-worth for price

• High-quality segment:

Highly positive part-worth for quality



Latent Class Model

 In contrast to clustering (e.g. k-means), we are not 100% sure what segment an 

individual belongs to

𝑝(𝑠=1) = Probability that individual is in segment 1 

𝑝(𝑠=2) = Probability that individual is in segment 2

…  

𝑝(𝑠=𝑆) = Probability that individual is in segment S
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Latent Class Model

 Therefore, the probability that an individual will choose i in choice set C

𝑝(𝑠=1)

𝑝(𝑠=2)

…  

𝑝(𝑠=𝑆)
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 𝑝1 𝑖 𝐶 +

 𝑝2 𝑖 𝐶 +

…

 𝑝𝑆 𝑖 𝐶 With 𝑝𝒔 𝑖 𝐶 =
𝑒𝑥𝑝 𝑥𝑖𝛽𝒔

 𝑗=1
𝑚 𝑒𝑥𝑝 𝑥𝑗𝛽𝒔

𝑝 𝑖 𝐶 =

See before

Intuition:

Take the weighted average probability of choosing i across all segments, with the 

weights given by the probability of the individual to belong to that segment

Proba. of choosing i given part-worths of segment 1



Example

 Segments:

 Segment 1: Low-price segment

 Segment 2: High-quality segment

 Respondents:

 Respondent 1: 𝑝(𝑠=1) = 0.80, 𝑝(𝑠=2) = 0.20

 Respondent 2: 𝑝(𝑠=1)= 0.60, 𝑝(𝑠=2) = 0.40

 Respondent 3: 𝑝(𝑠=1)= 0.50, 𝑝(𝑠=2) = 0.50

 Interpretation:

 Respondents 1 and 2 probably belong to low-price segment but evidence is 

stronger for respondent 1 than for respondent 2

 For respondent 3, there is as much evidence she belongs to any segment
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Example (continued)

 Suppose a choice set C with 3 products:

Segment s Proba to belong to

1 0.7

2 0.3

Segment s

Probability of choosing product i

i = 1 i = 2 i = 3

1 0.6 0.3 0.1

2 0.3 0.2 0.5

 Probability of choosing alternative 3 from the set C

= 𝑝 3 𝐶

= 𝑝(𝑠=1)  𝑝1 3 𝐶 + 𝑝(𝑠=2)  𝑝2 3 𝐶

=  0.7  0.1 + 0.3  0.5

𝑝2 3 𝐶
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𝑝2



Segmentation Principles

 Which refinement level to consider? Segmentation level

 Macro: country segments (e.g. Europe vs. Asia)

 Micro: consumer segments (e.g. young vs. old; price-sensitive vs. quality-seeking)

 Which distance(s) to consider? Segment basis

 General basis: independent of the domain, (i) observable: geographic regions 

(Middle East, Oceania), socio-demographic variables (population size, age, 

education, language), … or (ii) unobservable: cultural dimensions (Hofstede, 

Schwartz values), life styles (VALS value-attitude-lifestyle). 

 Domain-specific basis: type of usage (heavy vs. light), financial product ownership, 

brand loyalty

 Which method to use to find the segment? Segmentation method
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Criteria for a Good Segmentation

 Six factors determining the effectiveness 

of market segmentation:

1. Identifiability: easily measured 

segmentation bases

2. Substantiality: segments should be 

large enough to be profitable

3. Accessibility: effective 

promotional/distributional tools to 

reach segment(s)

4. Stability: composition of segments 

should not change rapidly

5. Responsiveness: homogeneous, 

unique response within segment

6. Actionability: segments and firm’s 

goals/competencies should match

 CBC data

1. Add profiling variables (next slide)

2. Check segment sizes, use IC 

criteria (see later slides)

3. Add channel check; add price (or 

promotion) attribute

4. Stable preferences for attributes

5. Select attributes’ levels according 

to a segment’s preferences 

6. Focus on segments with preferred 

levels in line with firm’s strategy
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Segmentation Methods
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 Clustering methods

 E.g. k-means

 Can be used with CBC data but in two steps:

 Step 1: estimate the part-worths per customer

 Step 2: apply k-means on these part-worths (rows: customers, 

columns: part-worths)

 Latent-Class analysis

 Does it in one step!



Profiling Segments

 Connecting preferences to observed socio-demographics 

 We can predict preferences for any (new) customer, even those who have 

not filled in the CBC as soon as we know her socio-demographics

 Increase the identifiability of the segments!
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Older customers

Male

Higher income

Younger customers

Female

Lower income



Prior and Posterior Probabilities

Two types of segment membership probabilities:

 Prior probability:

– Probability of segment membership before observing individual data

– Prior probability = proportion of individuals in a segment (segment size)

Not specific for individuals

 Posterior probability:

– Probability of segment membership after observing individual data

– Respondent’s choices from choice sets represent useful segment info

Individual specific
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Prior and Posterior Probabilities
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Prior probability to 

belong to segment s

Observe choice of 

each customer 

Posterior probability for a 

customer to belong to 

segment s

Two segments:

Low-price segment (50% of 

the customers)

High-quality segment (50% 

of the customers)

Example: 2 segments, 2 alternative stimuli, one choice is observed

Two scenarios:

a) Customer chooses a low-

price stimulus

b) Customer chooses a high-

quality stimulus 

Membership probability for 

customer i depending on scenario:

If scenario a), proba. to belong to 

the low-price segment 

If scenario b), proba. to belong to 

the low-price segment 



Example

 We observe:

 80% of customers belonging to the low-price segment choose A

 30% of customers belonging to the high-quality segment choose A 

Likelihood(A|low-price) = 0.80      Likelihood (B|low-price) = 0.20

Likelihood(A|high-quality) = 0.30      Likelihood (B|high-quality) = 0.70

 these are called likelihood of choice per segment: Likelihood(product i|segment s) 

 We want posterior segment probabilities: Pr(segment s|product i)
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 Assume two equal-sized segments: 

 Pr(low-price segment) = 0.50,  

 Pr(high-quality segment) = 0.50

 Suppose one choice set with 2 
products

 Product A:  low-price product

 Product B:  high-quality product

Prior probabilities



Example
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Example
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Example

 Hence, after observing respondent’s choice:

 If alternative A is chosen, posteriors become

 Pr(low-price segment) is updated from 50% to 73% 

 Pr(high-quality segment) is updated from 50% to 27%

 If alternative B is chosen, posteriors become

 Pr(low-price segment) is updated from 50% to 22% 

 Pr(high-quality segment) is updated from 50% to 78%
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Example: Summary
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Formalization

Posterior(s)    =    
prior(s) x likelihood(i|s)
 𝑠prior(s) x likelihood(i|s)

Pr(i|s) =
𝑝(𝑠=𝑠) × Likelihood(i|s)
 𝑠 𝑝(𝑠=𝑠) × Likelihood(i|s)
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Likelihood (i.e. probability) that a customer 

chooses product i given the preferences 

(i.e. part-worths) of segment s

Proba for a customer to belong 

to segment s after having chosen 

product i

Fraction of customers in segment s

With Likelihood(i|s)=𝑝𝑠 𝑖 𝐶 =
𝑒𝑥𝑝 𝑈𝑖𝑠

 𝑗=1
𝑚 𝑒𝑥𝑝 𝑈𝑗𝑠

=
𝑒𝑥𝑝 𝑥𝑖𝛽𝒔

 𝑗=1
𝑚 𝑒𝑥𝑝 𝑥𝑗𝛽𝒔



How Many Segments?

 Adding segment increases model fit by construction, but is increase 

sufficient to justify increased model complexity?

Tradeoff between model fit & complexity (# parameters) 

Fit is good    ><   Complexity is bad

 Popular and simple approach: try different numbers of segments, and 

minimize some “information criterion” balancing fit and complexity

Information Criterion (IC) = −2 × LL + P × npar

 With

 LL = (natural) log-likelihood (given by sawtooth)

 P = penalty (depends on the criterion chosen)

 npar = number of estimated parameters
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How Many Segments?

 Adding segment increases model fit by construction, but is increase 

sufficient to justify increased model complexity?

Tradeoff between model fit & complexity (# parameters) 

Fit is good    ><   Complexity is bad

 Popular and simple approach: try different numbers of segments, and 

minimize some “information criterion” balancing fit and complexity

Information Criterion (IC) = −2 × LL + P × npar

 Most common ones:

Akaike (AIC): largest number of segments (too many?)

Bayesian (BIC): most popular in literature

Consistent Akaike (CAIC): smallest number of segments
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How Many Segments?

Penalty P Nb obs. = 10 Nb obs.= 100 Nb obs. = 1000

Akaike AIC
2 2 2 2

Bayes BIC ln(nb.obs) 2.30 4.61 6.91

Consistent Akaike CAIC ln(nb.obs) + 1 3.30 5.61 7.91
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Information criterion (IC): −2 × LL + P × npar



How Many Segments?

Penalty P Nb obs. = 10 Nb obs.= 100 Nb obs. = 1000

Akaike AIC
2 2 2 2

Bayes BIC ln(nb.obs) 2.30 4.61 6.91

Consistent Akaike CAIC ln(nb.obs) + 1 3.30 5.61 7.91
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Information criterion (IC): −2 × LL + P × npar

BIC and CAIC give higher penalties  they favor less segments



Golf Ball Data – Estimation Summary

Models estimated for 

1 to 8 segments
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Based on CAIC, we select 3 segments



Golf Ball Data – Segment Sizes

 Ensure that segments are large enough (substantiality)

o Rule of thumb:  at least 10%

 Segment sizes represent prior probabilities
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Golf Ball Data – Partworths Per Segment

 For every segment study partworths and t-ratios

 Compare partworths within a segment only
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Golf Ball Data – Partworths Across Segments

 Partworths are rescaled to facilitate comparison across segments

[Rescaling such that average attribute range is 100 within every segment]
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Golf Ball Data – Partworths Across Segments

 Eclipse+ brand relatively more preferred by segment 2

[Caution: t-statistic insignificant (.03); for other segments negative significant]
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Golf Ball Data – Attribute Importances

Segment 2 …

… seems to care little for Performance compared to segment 1 & 3

… attaches more importance to Brand compared to segment 1 & 3
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